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Abstract: Astronomical calibration refers to determination of the constant mutual attitude of digital cameras and the inertial 
measurement unit using ground-based star observations. The first part of this paper considers calibrating the attitude of all cam-
eras relative to the selected one. The calibrated vector contains the useful parameters (three attitude angles of each camera rela-
tive to the selected one) and interfering parameters (three attitude angles of the selected camera in the Earth-fixed frame at the 
time of shooting each frame). The system of nonlinear equations for determining the calibrated vector is based on the differ-
ences in the coordinates of images of the identified stars, which are calculated in the image planes of different cameras for each 
frame and then combined into a common residual vector. Atmospheric refraction and velocity aberration of light are considered 
when projecting the identified stars from the star catalog onto the image plane. Before solving the system of equations, intrinsic 
parameters of each camera are determined. Calibrating the relative attitude of real cameras provides a virtual camera with an 
extended field of view, which significantly reduces the error in star-based attitude determination. A virtual camera error model 
is provided that takes into account the errors in astronomical calibration. The results from experimental verification show that 
the error in astronomical calibration of the cameras’ relative attitude does not exceed 2 arcsec for each useful parameter. 
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1. INTRODUCTION 

A strapdown astroinertial navigation system 
(AINS) consists of an optoelectronic astrovision unit 
(AVU), inertial measurement unit (IMU), and com-
puter assembled into a single structure without mov-
ing parts. The computer determines the AINS attitude 
relative to the stars based on images of constellations 
received from the AVU. In this paper, we consider an 
AINS for navigation relative to the Earth, where AVU 
measurements are used to correct the continuously 
growing errors in the trajectory defined with the aid of 
strapdown inertial navigation system (SINS) [1, 2]. 

The IMU measures the projections of the absolute 
angular velocity and specific force vectors onto 
oblique bases formed by the triads of the sensitivity 
axes of gyroscopes and accelerometers. These meas-
urements can be used for trajectory evaluation with 
the use of inertial dead-reckoning after reducing two 
oblique bases to the right-hand orthogonal measure-
ment frame (MF). The MF axes directions are deter-
mined by matrices obtained by IMU calibration on 

rate tables. Navigation grade IMUs feature the RMS 
errors in calibration of the sensitivity axes relative to 
MF of 3 arcsec for gyroscopes and 15 arcsec for ac-
celerometers [3]. The IMU performs navigation 
measurements with a high frequency and under any 
motion conditions, so MF is taken to be the measure-
ment frame of the whole AINS [4]. 

The AVU consists of one or more digital star 
cameras mounted on the common base. The star 
images observed by each camera are applied to de-
termine the coordinates of the star direction vectors 
relative to the right-hand orthogonal camera frame 
CF. For external meters, the CF axes are set using 
optical reflecting cubes rigidly fixed to the camera 
body. The attitude of the cube faces relative to CF 
is determined on special calibration test beds with 
an RMS of about 2 arcsec [5–7].  

For an AVU consisting of one camera, the error in 
rotation angle about the camera optical axis is several 
times larger than the error in the tilt of the optical axis 
[8]. When the Sun gets into the camera field of view, 
observing the stars, and therefore determining the atti-
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tude becomes impossible. If two cameras are used and 
there is no Sun, the differences in the accuracies of 
AVU rotation angles about different axes are elimi-
nated. When the Sun gets into the field of view of one 
camera, the AVU retains its ability to determine its 
attitude due to the second one. Adding a third camera 
to the configuration solves both problems: the Sun 
may get into the field of view of one camera, but the 
other two will continue to observe the stars. For this, 
the fields of view of the three cameras should not 
overlap, and their optical axes should not lie in the 
same plane [9]. 

The AVU cameras are rigidly connected to the 
AINS structure and synchronized with its time scale, 
so AVU can be considered to be a kind of virtual 
camera with a complex spatially distributed field of 
view. The right-hand orthogonal virtual frame (VF), 
relative to which constant attitude parameters of CF 
of each real camera should be determined, is bound 
with the virtual camera [10, 11]. These parameters 
can be used to transform the star direction vectors ob-
tained in different CFs of individual cameras to VF 
and form a common bundle of direction vectors in a 
single frame, which is considered the result of astro-
nomical observations by the virtual camera. The stars 
are identified and the virtual camera attitude is deter-
mined from the coordinates of vectors inside the bun-
dle. To apply the attitude of the virtual camera for cor-
recting inertial errors, the VF attitude relative to MF 
should be determined [12]. 

Determining the VF attitude relative to MF in the 
AINS from direct measurements of the optical cubes 
attitude is not reasonable. This approach requires re-
serving the space inside the AINS for cubes arrange-
ment and laying paths along which the cube faces will 
be observed. The VF attitude relative to MF should be 
determined after calibrating the assembled AINS. The 
AINS consists of sensors that measure different phys-
ical inputs, optical and mechanical, and thus should 
be calibrated when exposed to both types of inputs. 
For this purpose, the calibrated AINS should rotate 
relative to uniquely identified point light sources with 
the known angular coordinates observed by each 
AVU camera focused to infinity. 

AINS can be roughly calibrated accurate to 0.1° on 
simple laboratory test beds using plane contrast imag-
es [13]. To enhance the calibration accuracy, special 
laboratory test beds equipped with a turntable and col-
limators placing the point light sources to infinity are 
required [14–16]. The collimators should maintain 
their attitude relative to the test bed foundation accu-

rate to several arcsec throughout the calibration pro-
cedure. If the intrinsic parameters of individual cam-
eras (focal length, coordinates of the main image 
point, distortion coefficients) are calibrated simulta-
neously with the AINS, the table faceplate rotations 
relative to the collimators should be measured accu-
rate to several arcsec [17, 18]. 

As an alternative to using high-accuracy labora-
tory test beds with artificial light sources, AINS 
calibration by stars (astronomical calibration) can 
be performed. The star angular coordinates are de-
termined accurate to 0.01 arcsec in modern star cat-
alogs [19]. When observed from the Earth's surface, 
the star's apparent position fluctuates randomly (jit-
ters) near some mean direction, which is systemati-
cally shifted relative to the catalog direction. Sys-
tematic displacements depend on the direction of 
observation and consist of atmospheric refraction of 
the order of 0-70 arcsec and relativistic aberration 
of light of the order of 0-20 arcsec. They are cor-
rected using appropriate mathematical models  
[20, 21]. Random jitters of the visible directions 
cannot be eliminated with a priori models. The jitter 
standard deviation estimated in quiet atmosphere 
from the solar limb is about 1-3 arcsec [22, 23]. 

Another advantage of using stars as calibration 
test objects is their distribution over the celestial 
sphere. A fixed camera with a 10-15° field of view 
easily detects 10-50 stars against a clear night sky. 
Technically, it is very difficult to construct a labora-
tory test bed, where several connected cameras sim-
ultaneously observe the same number of point 
sources determined accurate to 1-3 arcsec during all 
AINS calibration rotations. 

The literature mainly considers AINS astronomical 
calibration algorithms based on the extended Kalman 
filter (EKF), where the calibrated parameters of VF 
attitude relative to MF are contained in the EKF state 
vector. The filters differ only in the set of estimated 
parameters added to the state vector, and in the meth-
od of constructing the observation vector. These algo-
rithms are used for AINS in-flight calibration, since 
the influence of the atmosphere on the measured co-
ordinates of stars is clearly not taken into account in 
them [24, 25]. Other AINS online calibration algo-
rithms are based on comparing the components of the 
spacecraft angular velocity vector during intensive 
maneuvering, measured by IMU gyroscopes and cal-
culated from AVU astronomical measurements. The 
comparison can be performed in real time using EKF 
[26] and in post-processing mode by solving the 
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Wahba’s problem from the accumulated values of the 
angular velocity vector [27, 28]. The attitude of VF 
relative to MF can be determined as the optimal trans-
formation of rotation between two sets of synchro-
nous attitude values calculated from the IMU and 
AVU measurements. The growing errors in the IMU 
inertial dead-reckoning are not taken into account in 
this case [29]. 

In this paper, AINS ground calibration is per-
formed using a simple pan-and-tilt device. The cali-
bration measurements are processed in batch mode 
without applying the EKF, which avoids the limita-
tions of its physical realizability (causality) and ex-
cludes the analysis of convergence of the state vector 
a posteriori estimate to the steady-state value. The 
calibration algorithm is formulated for AINS, which 
includes a separately calibrated IMU, for which the 
matrices of sensitivity axes misalignment relative to 
MF are defined. This approach simplifies the AINS 
calibration procedure and reduces the number of es-
timated parameters.  

Within the framework of the considered problem, 
AINS calibration motion is a sequence of static posi-
tions, between which short calibration turns are per-
formed. In static positions, AINS rotates relative to 
the stars due to the Earth rotation. Due to the structure 
of inertial and optical measurements in AINS, calibra-
tion is divided into two successive steps. At the first 
step, the attitude of individual cameras relative to VF 
is determined from calibration measurements. This 
step is described in the first part of the paper and is 
further referred to as AVU astronomical calibration. 

At the second step, the attitude of VF relative to 
MF (or of AVU relative to IMU) is determined from 
the same measurements. The second part will be de-
voted to this. 

2. PROBLEM STATEMENT 

2.1. Description of the Calibration Procedure 

AINS astronomical calibration is performed on a 
clear starry night in the countryside, at the site with 
the known geographical coordinates: latitude Bclb, 
longitude Lclb, and altitude Hclb. The AINS time scale, 
relative to which inertial and astronomical measure-
ments are conducted, is synchronized with the UTC 
(SU) time scale.  

Coordinates of the calibration site can be deter-
mined and the time scale can be synchronized using 
the GNSS (GLONASS) receiver. In this case the posi-

tioning error in the horizontal plane in the code mode 
is GLN = 2.5 m, which is equivalent to geographical 
coordinates error B ≈ GLN / R = 0.08arcsec in lati-
tude and L ≈ GLN / (RcosBMSK) = 0.15arcsec, 
where BMSK = 56 N – latitude of Moscow, and  
R⨁ = 6371 km is the radius of the Earth. Synchroniza-
tion error SNC between AINS and UTC (SU) should 
not exceed SNC ≤ 1 ms, and the Earth rotation angle 
error is  ≤ SNC 15 arcsec/s = 0.015 arcsec. These 
angular errors are small compared to other errors in 
the calibrated system and can be ignored. 

An example of the calibrated AINS configuration 
is shown in Fig. 1. During calibration, arrays of 
frames with images of the starry sky from separate 
AVU digital cameras and IMU data are continuously 
recorded on an external data storage. Frame arrays are 
numbered in the order of receiving: n = 1...N, where N 
is the number of arrays obtained during the calibra-
tion. The digital cameras in AVU are synchronized 
with each other, and the array with number n contains 
the frames pertaining to the common time tEn, when 
the exposure of all cameras starts. The time interval 
between successive times tEn and tEn+1 may vary. IMU 
performs inertial measurements at equidistant times  
tIk = tI0 + kTIMU, where TIMU is the constant IMU 
measurements period; tI 0 is the initial time; k ≥ 0 is the 
consecutive number of the IMU measurement count-
ed from the initial measurement at tI0. The digital val-
ues of tEn and tIk are set on the UTC (SU) time scale. 

 

Fig. 1. Configuration of the calibrated AINS: 1, 2, 3 – digital 
cameras with the blends, 4 – AVU foundation, 5 – IMU. 

During calibration, the AINS rotates to p = 1...P 
different orientations, where it is held stationary rela-
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tive to the Earth. These rotations are needed to cali-
brate AVU attitude relative to IMU, and they will be 
detailed in the second part of the paper. AINS attitude 
is controlled approximately, the measurements of an-
gle sensors in the rotation axes of the pan-and-tilt de-
vice are not used in processing the calibration meas-
urements. During the rotations AINS continues its 
operation, and data recording is not stopped. 

In each calibration position, the AINS is in-
stalled so that all digital cameras can observe the 
stars without obstacles. Atmospheric refraction is 
taken into account using the plane-parallel atmos-
phere model, so the zenith angles of the optical axes 
of individual cameras in each position should not 
exceed 50° [20]. AINS rotations are optional, but 
useful for the calibration of relative attitude of 
AVU cameras discussed in the first part of the pa-
per. They increase the variance of errors in star di-
rections due to AINS bending deformation effects 
and errors in refraction and aberration compensa-
tion algorithms. These effects are not explicitly 
considered in AVU measurement error model. They 
are considered indirectly, by increasing the vari-
ances of the estimates of the calibrated parameters. 

2.2. AVU Geometric Configuration  
and Calibrated Parameters 

The attitudes of different frames are set using an-
gles similar to heading ψ (clockwise), pitch ϑ, and roll 
γ, with the rotation matrices 

0
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where cα = cosα, sα = sinα. The orthogonal matrix for 
vector coordinates transformation from the final 
frame X2 to the initial one X1 has the form: 
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The rotation angles from the matrix 2
1

X
XC  coeffi-

cients are written as follows:  

ϑ = arcsinc32, 
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The AVU consists of I ≥ 1 identical digital camer-
as. Each camera with the number i = 1...I has its body-
fixed frame CFi The frame CF and the measurement 
model of the cameras are described in [30]. The atti-
tude parameters of cameras relative to the AVU can-
not be measured directly. Only the attitude of one 
camera relative to the other can be determined from 
the star observations, so CF1 is selected to be VF, and 
the attitude angles , ,i i i

     of the remaining camer-

as i = 2...I relative to camera 1 are calculated during 
the calibration. These angles define three successive 
rotations through the angles transforming VF to CFi. 
The attitude of CF1 relative to VF is written as 

1 1 1 0        . For brevity, three rotation angles 

are written in vector form: [ ]i i i i
     α T . The pur-

pose of AVU astronomical calibration is to determine 
3 (I1) useful parameters 2{ }i I

iα . 

During the astronomical calibration, the star obser-
vations are performed from the Earth's surface, from 
under the Earth's atmosphere. Atmospheric refraction 
distorts the star apparent zenith angle and should be 
considered in processing the calibration observations. 
To calculate the zenith angles of the observed stars, 
the camera attitude relative to the Earth should be de-
termined. It cannot be measured directly, so it should 
be found from the calibration measurements. 

The attitudes of individual cameras relative to the 
Earth cannot be considered constant, because calibra-
tion involves AINS rotations through large angles. 
Therefore, similarly to [31], three angles  
ψn = [ψn ϑn γn]T of VF attitude relative to the Earth-
fixed frame ENU (East–North–Up) bound with the 
calibration site are determined for each time point tEn. 
These angles form the 3N×1 vector  
ψΣ = [(ψ1)T ... (ψN)T]T  of interfering parameters.  

Thus, calibration should provide determination of 
the M×1 (M=3(N+I1)) vector 2[ ... ]I

x ψ α αT T T T  
consisting of MI = 3N interfering parameters and  
MU =3 (I  1) useful parameters. 
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3. PREPROCESSING OF CALIBRATION 
MEASUREMENTS  

3.1. Transformation of the Measured  
Coordinates of Detected Stars 

There are i
nR  detected and identified stars in each 

frame shot by the camera i and packed in array n. The 
total number of stars identified during calibration in 

all frames, received from camera i, is 
1

Ni i
nn

R R 
  , in 

all frames, received from all cameras – 
1

I i

i
R R 

  . 

The stars are assigned consecutive numbers 
1... ,i i

nr R  and the raster coordinates 
, , 1

{[ ] }
i
n

i i i

Ri i

n r n r r
h w


  T

 
of the brightness centers of their images are deter-
mined without distortion correction.  

The raster coordinates 
, , 1

{[ ] }
i
n

i i i

Ri i

n r n r r
h w


  T

 are con-

verted to the star direction vectors using a set of the 
camera intrinsic parameters 1 2[ ] ,i i i i i i

O OF h w k kp T  
where Fi is the focal length, [ ]i i

O Oh w T are the raster co-
ordinates of the principal point of the image, 1 2,i ik k are 
the radial distortion coefficients. The components of 
vector pi and their covariance matrix i

pP are obtained 

during the camera factory calibration. If iR  is large 
enough, the current intrinsic parameters can be calcu-
lated directly from the processed measurements [31]. 

To calculate the bundle of direction vectors 
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i
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s  of detected stars, the raster coordinates 
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i
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 are first converted to vector coordi-

nates with the corrected radial distortion: 
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O On r n r n r

a h h w w  ξ   T are the vector 

coordinates without distortion correction; a is the side 
length of the square cell of the image sensor. Then, 
the direction vector coordinates relative to CFi are cal-
culated from the transformed vector coordinates: 

,
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i n r

i iCF n r i
n r
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ξ
s
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3.2. Consideration for Aberration  
in Coordinates of Catalog Stars 

To process the astronomical observations, the 
time tEn should be converted to Julian dates 1UT

nJD on 

UT1 (Universal Time) scale and TT
nJD  on TT (Ter-

restrial Time) scale [31]. The detected star ri is con-
sidered identified if it corresponds to an entry in the 
star catalog (catalog star), which contains angular 
coordinates and their rates of change specified in the 
inertial Barycentric Celestial Reference System 
(BCRS) with its origin in the center of mass of the 
Solar System. The angular coordinates are used to 
calculate the bundle of direction vectors 

, 1
{ }

i
n

i i

Ri

BCRS n r r 
b  

of identified stars with Cartesian coordinates relative 
to BCRS at the time TT

nJD [19]. 

The AVU observes stars from the surface of the 
Earth, which rotates about the Sun and about its axis. 
The relativistic aberration of light occurring during 
AVU motion relative to BCRS distorts the apparent 
star lines. This distortion reaches 20 arcsec, so rela-
tivistic aberration should be taken into consideration 
at the stage of preprocessing the calibration meas-
urements by projecting vectors 

, i

i

BCRS n r
b onto the iner-

tial Geocentric Celestial Reference System (GCRS), 
which moves with the Earth at the observation time 

TT
nJD [21]: 
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where vn is the velocity vector of the Earth's center 
of mass relative to BCRS at time TT

nJD calculated 

from the Earth's ephemeris; vn = |vn|; 
1/ 22 2(1 )n nv c


   ; c is the speed of light in vacuum. 

The star direction vector 
, i

i

GCRS n r
g  relative to GCRS 

takes into account the Earth's orbital motion only. Ab-
erration caused by the Earth's diurnal rotation and the 
annual parallax of stars are not taken into account, 
which results in coordinate transformation error of 
maximum 1 arcsec [21]. 

3.3. Consideration of Atmospheric Refraction  
in Coordinates of Catalog Stars 

Atmospheric refraction is taken into account by 
adding refractive distortions to the catalog vectors 

1,
{ }

i
n

i

Ri
rGCRS n r g . To do this, first, each vector 

, i

i

GCRS n r
g is 

projected onto the International Terrestrial Reference 
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System (ITRS), which is tightly fixed with the Earth 
and participates in its diurnal rotation: 

, ,i i

i GCRS i
ITRS nITRS n r GCRS n r

g S g . The coordinate transfor-

mation matrix GCRS
ITRSS is calculated according to the 

methodological guidelines [32] at the time 1UT
nJD : 
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ITRS n n n n nR R N PS , 

where pol
nR is the displacement matrix of the Earth's 

instantaneous pole; rot
nR is the matrix of the Earth's 

diurnal rotation, nut
nN , prc

nP  are the nutation and pre-

cession matrices. Matrix pol
nR is calculated from the 

angular coordinates of the Earth’s instantaneous pole 
xp, yp at time 1UT

nJD  taken from the Bulletin A of the 
International Earth Rotation Service. As of October 
03, 2023, xp = 0.3003 arcsec, yp = 0.3293 arcsec. 

The vector 
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g is then projected onto the ENU 

with the coordinate transformation matrix ITRS
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lated for the calibration site:  
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Finally, the vector 
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g is distorted by atmospher-

ic refraction. The result is the calculated direction vector 
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p , in the direction of which the catalog star ri is 

visible at the calibration site: 
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where uT = [0 0 1]T is the local vertical direction in 
ENU; n(Hclb) is the refractive index in a plane-parallel 
model of the standard atmosphere at altitude Hclb [20]. 

4. CALCULATION OF CALIBRATED  
PARAMETERS 

4.1. System of Equations for the Calibrated  
Parameters 

The matrix ,
VF
ENU nS of VF attitude relative to ENU 

and matrix 
iCF

VFC of CFi attitude relative to VF are cal-
culated by substituting ψn and αi to (1): 

( ) ( ) ( ),

( ) ( ) ( ).
i

VF
ENU n n n n

CF i i i
VF

  

     

   

   

S R R R

C R R R
  (3) 

The matrix ,

i iCF VF CF
ENU n ENU n VFS S C of the camera i atti-

tude relative to ENU projects the vector 
, i

i

ENU n r
p onto 

CFi: 

,, , , , ,
[ ] ( )

i

i i i i i

i i i i CF i
ENU nn r x n r y n r z n r ENU n r

p p p p S pT T . 

The vector coordinates of catalog stars are calcu-
lated from 

, i

i

n r
p : 

,,

,
,, ,

ˆ
ˆ ( , )

ˆ

ii

i

ii i

ii i
x n rn ri i

n ii in r
z n rn r y n r

px F

py p

  
    
     

ξ ψ α . 

The 2 1i
nR   residual vector is formed from all the 

stars detected by camera i at time tEn: 

,1 ,1

, ,

ˆ ( , )

( , )

ˆ ( , )i i
n n

i i i
n n n

i i
n n

i i i
nn R n R

  
 
 

  

ξ ψ α ξ

f ψ α

ξ ψ α ξ

 . 

The residuals 1{ ( , )}i i N
n n nf ψ α are combined into a 

common 2 1iR  vector for all frames n = 1…N read 
from camera i: 

1( , ) [ ( , ) ... ( , ) ]i i i i i i
n N N f ψ α f ψ α f ψ αT T T . 

Combining the residual vectors for all cameras 
provides the final notation of the 2RΣ×1 system of 
equations for finding the calibrated parameters: 

2
( )

R o f x ,   (4) 

where 1 1( ) [ ( , ) ( , ) ]I I
  f x f ψ α f ψ αT T T ; oM is a 

M×1 zero vector. 

4.2. Solving the System of Equations 

The system of equations (4) is inconsistent, be-
cause it contains parameters that are measured with 
errors. The system can be solved approximately with 
the iterative nonlinear least squares method (LSM) 
[33]. The components [xMI+3(i–2)+1,0 xMI+3(i–2)+2,0 xMI+3(i–

2)+3,0]T, i = 2...I of the initial vector of calibrated pa-
rameters x0 for the angles αi  are initialized with their 
nominal values set when designing the AVU. To ini-
tialize the components [x3(n–1)+1,0 x3(n–1)+2,0 x3(n–1)+3,0]T 
for the angles ψn for each frame n = 1...N of camera 1, 
the Wahba’s problem [34] is solved between the vec-
tor bundles 

1

1 1

1

, 1
{ } nR

n r r 
p and 

1

1 1 1

1

, 1
{ } nR

CF n r r 
s . The solution 

immediately provides the matrix VF
ENU nS , from which 

the initial values of the angles ψn are calculated ac-
cording to (2). 
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To find the estimate xj of the vector of calibrated 
parameters at the current iteration j ≥ 1, formula (4) is 
linearized in the neighborhood of the estimate xj1 ob-
tained at the previous iteration j–: 

, 1 12 j j jR     o f H x ,  (5) 

where fΣ,j–1 = fΣ(xj–1); δxj is the vector of corrections to 
the estimate xj–1; Hj–1 = [h1,j–1 … hM, j–1] is the Jacobi-
an matrix for the function fΣ(x) at the point xj–1; hm, j–1 
is the Jacobian column with the number m = 1…M: 

1 1
, 1

( 0.5 ) ( 0.5 )j m j m
m j

d d

dx
   



  


f x x f x x
h . 

Here 
1 2

[0 0 ... ...0]
m M

md dxx  is the increment for 
calculating the partial derivative with respect to the 
m coordinate; dx is the numerical differentiation 
step. The estimate xj  is calculated from (5) with a 
linear LSM: 

1j j j  x x x , 1
1 1 1 , 1( )j j j j j


      x H H H fT T . 

The iterative process stops at the iteration with the 
number J, for which 1/2| | ( )J J J tr    x x xT , where  
tr = 10−9 rad or 2 × 10−4 arcsec is the low preset 
threshold for stopping the iterative process. The value 
of fΣ,J is used to calculate the covariance matrix of 
estimate xj: 

, , 1
, , 1|| || ( )

2
J JM

q s q s J Jp
R

  




 x

f f
P H H

T
T . 

The calibration provides the useful components of 
the vector xj: 

3( 2) 1, 3( 2) 2, 3( 2) 3,[ ]
I I I

i
M i J M i J M i Jx x x        α T  

and the corresponding diagonal blocks of the 3×3 co-
variance matrix Px: 

2

2 3
3( 2) , 3( 2) , 1

2

* *

* * || ||

* *
I I

i
i

i M i q M i s q s

i

p


       



 
    
  

αP , 

where 2 2 2, ,i i i     , are the variances of angles in 

the vector αi described by the numbers of the order of 
10−11; * are the matrix elements with no special nota-
tion indicated with numbers of the order of 
10−12...10−11. Elements of the matrix Px describing 
cross-correlations between vectors αi with different i 
are expressed with numbers of the order of 
10−14...10−13. These elements are further considered 
small and are not taken into account in the calcula-
tions. 

 

5. AVU ERROR MODEL  

The error model for a star tracker with one digital 
camera is constructed in [30]. In the present paper this 
model is generalized for an AVU considered as a vir-
tual camera with a complex field of view due to the 
presence of several real digital cameras. The AVU 
attitude measured with the virtual camera at the cur-
rent time is determined using only the synchronous 
images of the starry sky obtained by real cameras at 
the same time. 

Let the array 
1

{ }
i

i i i
i R

CF r r 
s  of direction vectors of 

identified stars be detected from the image obtained 
by the camera i = 1...I. For each direction vector with 
the number ri = 1...Ri, the error vector can be written 
in the form [30, formula (9)]: 

3

1 2 32 2 2 1/2

( )
( ),

(( ) ( ) ( ) )

i i

i i i i i i i i i

i i

i

CF r

i i

CF r CF r r r r r r i
nsi i i

r r
x y F

 


     

 

s

I s s
G η G φ G p


T

where [ ]i i

i i

r r
x y T  are the vector coordinates of the 

brightness center of the star image; Fi is the lens focal 

length; 
irφ is the vector of fluctuations of the star 

angular coordinates in turbulent atmosphere with co-
variance matrix 2

2sh I ; 2
sh is the variance of fluctua-

tions of each coordinate; 
ir

nsη is the error vector of the 

star vector coordinates with covariance matrix 
ir

nsP ; 
δpi is the error vector of calibration of the camera i 

intrinsic parameters with covariance matrix i
pP ; 1

irG , 

2

irG , 3

irG are the distribution matrices of errors intro-
duced by the components of the measurement model 
of the components of the star direction vector [30, 
formula (9)]. The presence of the AVU VF frame 
does not affect the notation for i i

i

CF r
s . 

The attitude matrix 
iCF

VFC for the camera i is cal-
culated based on the calibration results αi with an 
error δαi: 

3( [ ])
i iCF CF i

VF VF   C C I α


, 

where 
iCF

VFC


is the true projection matrix; [δαi×] is a 
skew-symmetric matrix consisting of the components 
of the vector δαi when substituting it from the left side 
into a vector product of the form a×b = [a×]b, 

0

[ ] 0

0

z y

z x

y x

a a

a a

a a

 
    
  

a . 
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In a virtual camera, a combined bundle 1{ }
totR

VF r rs  of 

direction vectors is formed by projecting all vectors 

11
{{ } }

i

i i i

Ri I
iCF r r 

s onto VF: 

( [ ] ),

i

i i

i i

i i i i i i

CF i
VF r VF CF r

CF i CF i i i
VF VFCF r CF r CF r

 

     

s C s

C s C s s α
  

 

where 
1

Itot i

i
R R


  is the total number of stars de-

tected and identified by all cameras at the current 
time; 

1

1

ii q

q
r r R




  is the consecutive number of 

the star ri in the bundle. This shows that when shifting 
from a real camera to a virtual one, a new error term 
is added to the vector i i

i

CF r
s , associated with the cali-

bration error of the attitude of the real camera relative 
to VF. To account for this term, we introduce the ef-
fective error in determining the star direction vector 
by a certain AVU camera, which considers the VF 
frame: 

, 1;

[ ] , 2... .

i i

i i

i i i i

i

CF ri

CF r i i i

CF r CF r

i

i I

   
    

s
s

s s α




 

The formula for the AVU error generalizes [30, 
formula (10)] written for the error vector for a sin-
gle-camera star tracker to the case of I connected 
cameras: 

1 1

[ ]
i

i

i i i i

i

RI
CF i i
VF int attCF r CF r

i r 

       θ K C s s ε b b , 

where K is the 3×3 matrix coefficient calculated from 

the bundle 1{ }
totR

VF r rs  of direction vectors;

1

iI CF i
VFi

  ε K C ε is AVU fluctuation error consisting 

of fluctuation errors 1{ }i I
iε  of individual cameras with 

covariance matrices 1{ }i I
iεP : 

1 2

2 2 2 1/ 2
1

[ ]( )

(( ) ( ) ( ) )

i i i i
i

i i

i i i

i r r r r
R

nsCF ri
i i i

r r r
x x F

   


 
s G η G φ

ε , 

2
1 1 2 2

2 2 2
1

cov{ }

[ ]( )[ ]
.

( ) ( ) ( )

i i i i i
i

i i i i

i i i

i i

i r r r r r i
R

ns shCF r CF r

i i i
r r r

x y F

 

   
 

 

εP ε

s G P G G G sT T  

AVU systematic error 
1

iI CF i
int VF inti
  b K C b  con-

sists of systematic errors 1{ }i I
int ib (with covariance ma-

trices 1{ }i I
int iP ), which consider the errors in intrinsic 

parameters calibration for individual cameras:  

3

2 2 2 1/ 2
1

[ ]

(( ) ( ) ( ) )

i
i

i i

i i i

i r i
R

CF ri
int i i i

r r r
x x F

 


 
s G p

b , 

3 3

2 2 2
1

[ ] [ ]
cov{ }

( ) ( ) ( )

i i
i

i i i i

i i i

i r i r i
R

CF r CF ri i
int int i i i

r r r
x y F





 
  

  ps G P G s
P b

T

. 

AVU systematic error 
2

iI CF i
att VF atti
  b K C b  con-

sists of the systematic errors 1{ }i I
att ib (with covariance 

matrices 1{ }i I
att iP ), which consider the errors in cali-

bration of the cameras’ relative attitude within the 
AVU: 

2

2 2 2 1/ 2
1

[ ]

(( ) ( ) ( ) )

i
i i

i i i

i i
R

CF ri
att i i i

r r r
x x F

 
 

 
s α

b , 

2 2

2 2 2 1/ 2
1

[ ] [ ]
cov{ }

(( ) ( ) ( ) )

i
i i i i

i i i

i i i
R

CF r CF ri i
att att i i i

r r r
x y F

 
 

  αs P s
P b . 

Pθ is the covariance matrix of the attitude error for 
a multiple-camera AVU: 

1

( )
i i

I
CF i i i CF
VF int att VF

i

       
θ εP K C P P P C KT . (6) 

6. EXPERIMENTAL RESULTS 

To experimentally test the algorithm, we used the 
AVU with I = 3 identical digital cameras with a nom-
inal focal length F = 106 mm and pixel size a = 6.9 
microns (the pixel angular size a/F = 13.4 arcsec). In 
a calibration session lasting about 30 minutes, indi-
vidual cameras have detected and identified 

1 3265R  , 2 1731R  , 3 2681R   stars with magni-
tudes ranging from 1.65 to 10.62. In total, RΣ = 7677 
stars were detected with all cameras. 

The identified stars were first used to calibrate the 
intrinsic parameters of each camera separately accord-
ing to the method [31]. Residual errors calculated in 
the image plane of each camera after calibration are 
shown in Fig. 2а. The residual errors were calculated 
for each identified star as the distance between the 
brightness center of its image (after distortion correc-
tion) and the projection of the catalog direction vector 
of this star on the image plane of the image sensor. 

Then, the identified stars and calibrated intrinsic 
parameters were used to calibrate the relative attitude 
of the AVU cameras. The indicator of the calibration 
quality, as in the previous case, is the distance be-
tween the brightness centers of images of stars with 
numbers r = 1...RΣ and the projections of their catalog 
direction vectors on the image planes of the image 
sensors: 

46 N.N. VASILYUK et al.

GYROSCOPY AND NAVIGATION Vol. 15 №2 2024



2 2
, ,(2 1) (2 ) /r J Jd r r a   f f , [pxl], 

where fΣ,J(k) is the scalar component with number  
k = 1...2RΣ in the vector fΣ,J of dimension 2RΣ×1. The 
values of dr for a fixed number of iterations J = 10 are 
shown in Fig. 2b. The meaning of dr is a residual for 

the identified star r remaining after the calibration of 
the cameras’ relative attitude. From Figs. 2 a and b, 
the residual in the calibration of the relative attitude of 
the AVU cameras is limited by the residual in the cal-
ibration of the intrinsic parameters for each camera. 

    
a)                                                                                     b) 

Fig. 2. Residual errors after the calibrations: a) residuals after calibration of the intrinsic parameters of individual cameras; b) residuals af-
ter calibration of the relative attitude of the AVU cameras. 

 

RMS deviations of cameras’ relative attitudes cal-
culated after AVU astronomical calibration from the 
diagonal elements of the matrices i

αP , i = 2, 3 are giv-
en in the Table. Within one session, the camera rela-
tive attitude angles are calibrated with an RMS of no 
more than 2arcsec. 

Table. Results of AVU astronomical calibration 
 

i σαψi σαϑi σαγi 

2 0.8 arcsec 0.8 arcsec 0.2 arcsec 

3 1.6 arcsec 0.1 arcsec 1.2 arcsec 
 

The calibrated AVU can determine the VF attitude 
at time tEn from the observations of a single camera, 
any pair of cameras, and all three cameras. The atti-
tude errors for the same number of stars R = 4 ... 17 
observed by different camera configurations can be 
demonstrated on the processed calibration measure-
ments. 

To demonstrate the AVU attitude errors with a 
single camera with the number i = 1, 2, 3, R brightest 
stars are selected in each frame obtained at time tEn. 
The direction vectors of these stars defined in CF i are 

projected onto VF with the matrix 
iCF

VFC calculated us-
ing the calibrated angles αi. For sets of projected vec-
tors, the Wahba’s problem is solved and the calculat-
ed attitude matrix { } ( )VF i

ENU n RS for one camera is deter-

mined. 

To demonstrate the attitude errors for several cam-
eras, we consider double {1,2}, {1,3}, {2,3} and triple 
{1,2,3} camera configurations. All the stars detected 
in the frames obtained at time tEn by each camera 
from the configuration are combined into a common 
array ranked in descending order of star brightness (in 
ascending order of magnitude). From the ranked ar-
ray, the first R stars are selected, which are the bright-
est among the stars detected with this camera configu-
ration. In the case of multiple cameras, R is the num-
ber of the stars selected for all cameras of the configu-
ration rather than for each one separately. The direc-
tion vectors of these stars are projected onto VF. The 
Wahba’s problems are solved for the vector sets, and 
three estimated attitude matrices {1,2}( )VF

ENU n RS , 
{1,3}( )VF

ENU n RS , {2,3}( )VF
ENU n RS  for dual configurations 
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{1,2},{1,3}, {2,3}, and matrix {1,2,3}( )VF
ENU n RS for the tri-

ple configuration {1,2,3} are obtained. 

The vector of calibrated parameters contains three 
VF attitude angles ψn = [ψn ϑn γn]T for each time point 
tEn. For demonstration purposes, these angles deter-
mined with RMS deviation of the order of 1 arcsec 
can be taken to be true and the true matrix of VF atti-
tude relative to ENU VF

ENU nS


 can be found according to 

(3). The angular error { } ( )X
n R in AVU attitude relative 

to ENU from R brightest stars at time tn is given by 

 ( ) arccos 0,5[ tr ( ( ) ) 1] ,

{1};{2};{3};{1,2};{1,3};{2,3};{1,2,3}.

X VF X VF
n ENU n ENU nR R

X

  



S S


T

 

The mathematical expectation of the angular error 
θX(R) for various R is assumed to be zero. Therefore, 

the estimate σX(R) of the RMS deviation of angular 
error is found by averaging over all processed frames 
without calculating the expected value: 

{ } 2

1
( ( ))

( )

N X
nX n

R
R

N



  
. 

AVU attitude errors with the same number of stars 
observed by different camera configurations are 
shown in Fig. 3. In a single-camera configuration, R 
stars are observed by each camera separately. In dou-
ble and triple configurations, R is the total number of 
stars observed by two and three cameras. As seen 
from the plots, adding a second camera significantly 
reduces the attitude error. The attitude errors for two 
and three cameras with the same number of stars 
slightly differ from each other. In a three-camera con-
figuration, R brightest stars among all the stars detect-
ed by three cameras can be concentrated in the fields 
of view of only two cameras. In these cases, the triple 
configuration actually becomes a double one. If R 
brightest stars are distributed over the fields of view 
of three cameras, it provides a slightly lower error 
compared to the double configuration. 

 

a)                                                                                                                         b) 

Fig. 3. AVU attitude errors with different camera configurations: a) RMS errors for different numbers of stars R = 4 ... 17 stars; b) errors 
for R = 5 in different frames. 

CONCLUSIONS 

For an AVU consisting of digital cameras that can 
stably detect the images of stars up to and including 
the 10th magnitude, the astronomical calibration of 
the relative attitude of cameras does not require spe-
cial calibration test beds. The star calibration observa-
tions can be performed even on a fixed base: in this 
case, the cameras move relative to the observed stars 
due to the diurnal rotation of the Earth. To process 
calibration observations, the cameras should be ex-

posed synchronously, and numerical values of mo-
ments of time of the start of exposure should be as-
signed on UTC (SU) time scale. The time scale and 
coordinates of the calibration site can be obtained 
from the GNSS (GLONASS) receiver operating in 
standalone mode. If these conditions are met, the 
RMS error of camera attitude calibration does not ex-
ceed 2 arcsec for the pixel angular size of 13.4arcsec. 

AVU calibration rotations are needed to determine 
its attitude relative to the IMU measurement basis. As 
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regards the astronomical calibration of the camera 
relative attitude, these rotations are optional, but use-
ful. They increase the variation of calibration meas-
urements performed by the AVU due to various para-
sitic effects. They include the errors in the algorithmic 
correction of atmospheric refraction and velocity ab-
erration of light in different observation directions and 
AVU bending deformations in different orientations. 
Parasitic effects are not explicitly considered in the 
AVU measurement model, however, they increase the 
residual error of the system of calibration equations 
due to a larger variation in the raw calibration meas-
urements. Therefore, the parasitic effects are indirect-
ly taken into account in the AVU calibration results 
by increasing the calculated values of the variances of 
explicitly calibrated parameter estimates. 

The errors in calibration of the cameras’ relative 
attitude are small; therefore, astronomical observa-
tions made by individual cameras can be reduced to a 
common basis. The observations made with several 
real cameras can be considered as virtual, i.e., ob-
tained with a single virtual camera with an extended 
field of view. Virtual observations recognize the de-
tected stars in conditions when each real camera taken 
separately observes insufficient number of stars. With 
the same number of detected stars, the calibrated 
AVU provides a much (5-7 times) smaller attitude 
error compared to a single camera due to the ability to 
observe stars with larger angular distances. 

An important feature of the considered AVU as-
tronomical calibration algorithm is that it considers 
refraction and light aberration in the form of nonlinear 
transformations of the direction vectors of catalog 
stars projected onto the image plane of the image sen-
sor. These transformations are based on relatively 
simple models describing a limited number of physi-
cal effects. For example, when considering the refrac-
tion, the air humidity at the observation point is not 
taken into account, and when considering the aberra-
tion, the addition to the observer's velocity associated 
with the Earth’s diurnal rotation is also omitted. Con-
sidering these factors and other macroscopic atmos-
pheric effects may help improve the quality of AVU 
astronomical calibration. 
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