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Abstract: The paper presents the results from the experimental study of a modified artificial neural network MFNN (minimum 
fuel neural network). Sparse representation of complex data with overcomplete basis and L0/L1 norm optimization are used 
instead of the classical fast Fourier transform (FFT) algorithm. The results showed a significant enhancement in the ability of 
obstacle recognition and autonomous railway control systems to distinguish between close objects such as trains on adjacent 
tracks at marshalling yards. 
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1. INTRODUCTION  

In view of the continuous development of technol-
ogies for sensitive elements, neural networks and 
computer vision, autonomous control of transport 
happens to be in demand. Railway transport consti-
tutes no exception, so the solutions aimed at the traffic 
safety improvement become increasingly relevant. 

Radar-based methods have been used successfully 
to support the monitoring and control systems opera-
tion in various sectors of the national economy due to 
the advantages of radars, such as independence of 
weather conditions, ability to work in the darkness, 
relatively low cost, potential for automation, and au-
tonomy. 

The radar applications and modern methods of ra-
dar signals processing open up a number of prospects 
for safety enhancement and automation of processes 
in railway transport. Possible applications include the 
detection of technological obstacles on the way of 
snowplowing equipment, as well as detection of vehi-
cles in the railway crossing areas to control crossing 
bars. 

One of the solutions for the above tasks is to use 
millimeter–wave radars which can determine the di-
rection of arrival (DOA) of signals reflected from ob-

stacles. However, along with all advantages, the ra-
dars have a low angular resolution, due to which they 
are not able to reliably distinguish between closely 
spaced trains located on neighboring tracks. The sit-
uation is even more complicated at marshalling yards 
with a large number of trains on the tracks. Increasing 
the angular resolution of radars would allow them to 
be used for positioning on the tracks, since the SLAM 
technology is applicable to high-resolution radar im-
ages. 

Reflected signals are processed using classical 
methods such as Fourier transform, cosine transform 
and wavelet transform with different bases for data 
representation by means of decomposition into or-
thogonal functions. The main disadvantage of these 
methods is low angular resolution. This can be im-
proved using the algorithms such as multiple signal 
classification (MUSIC), estimation of signal parame-
ters via rotational invariant techniques (ESPRIT), or 
minimum variance distortionless response (MVDR) 
[1–3]. At the same time, overcomplete basis methods 
based on sparse representation are best suited for re-
flected signals which are usually highly correlated. 
These methods use a basis with a large number of 
components, which are generally non-orthogonal and 
allow one to determine the direction of signals arrival 
more accurately [4–7]. In this case, the data are repre-
sented as a combination of a small number of basic 
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functions of so-called sparse representation (SR). Op-
timization methods such as matching pursuit (MP), 
method of frame (MOF),basis pursuit (BP), complex-
valued split Bregman method (CV-SBM), and some 
other methods [8–16] are used to find the optimal 
basic components of SR from an overcomplete basis 
dictionary: 
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To determine the optimality of such a representa-
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It has been shown in [15] that in this case the 
norms L0 and L1 are equivalent. 

The results of theoretical studies of DOA methods 
can be found in many works including those men-
tioned above. 

This paper presents the results of an experiment to 
assess the DOA method applicability and its efficien-
cy for determining the presence of objects (train cars, 
locomotives) on adjacent railway tracks, using a mil-
limeter-wave radar. 

The method under study is based on the use of the 
MFNN neural network [15], a modified version of 
which [16] makes it possible to work with complex 
values and represents complex signals in the form of 
overcomplete basis coefficients with a minimum 
norm L1. 

Computer vision methods including radar-aided 
ones are in demand in the railway transport (see [17–
19]); however, the main challenge for the wide use of 
radars is their insufficient angular resolution. During 
the experiment, it was checked whether it was possi-

ble to achieve high resolution of experimental radar 
when processing the received signals by the MFNN 
method. 

The paper considers some options for implement-
ing the MFNN neural network, describes its modifica-
tion, presents the conditions and results of experi-
ments, draws the conclusions about the applicability 
of the proposed method, and outlines the prospects for 
its use for the development of transport autonomous 
control systems. The test results can be applied in the 
areas where high resolution and accuracy of radar 
signal processing are required. 

2. MODIFIED NEURAL NETWORK  

A modified version of the MFNN neural network 
is shown in Fig. 1. It is described by a set of differen-
tial equations with complex variables: 
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The neural network generates a vector of values of 
complex coefficients of x basis components. The 
modules of these coefficients are an estimate of the 
levels of reflected signals arriving in the directions 
that correspond to those used to form the overcom-
plete basis dictionary: 

   2π 1 sin
, e ij d m

m i kA b   ,      (4) 

where 180 · 90i
i

N
    , i = 1, 2, …, N is the di-

mension of angular directions grid of the overcom-
plete basis dictionary, m = 1,2, …, M (M is the num-
ber of antennas in the radar’s regular-space array). 
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Fig. 1. MFNN neural network.  

3. EXPERIMENTAL RESULTS 

Experiments were conducted for a scene in which 
there are from one to three 0.6 × 0.3 m test reflectors 
spaced to 0.6 m and located at the distances of 10 and 
5 m, simulating the angular dimensions (in the azi-
muthal plane) of train cars on adjacent tracks, located 
at the distances of 110 and 55 m. The flat reflectors 
were covered with foil reproducing random scattering 
on the structural elements of the cars (Figs. 2, 4, 6). 
The data were generated by a frequency-modulated 
continuous-wave (FMCW) radar with an operating 
frequency of 24 GHz, with a 16-channel antenna ar-
ray. The results are shown in Figs. 3, 5, 7, where on 
top are the position and horizontal dimensions of the 
reflectors, marked with black line segments, on the 
left there are the results of the algorithm based on a 
64-point FFT (Figs. 3, 5, 7a), and on the right there 
are the results when using an overcomplete basis 512 
× 16 (Figs. 3, 5, 7b). For easier comparison with the 
results obtained at the railway station, the X axis is the 
horizontal displacement in meters, recalculated to a 
distance of 100 m, and the Y axis is the relative mag-
nitude of response after the FFT, or the values of the 
weighting coefficient moduli for the method under 
consideration at the distance of the reflectors. Increas-

ing the FFT dimension above 16 for the 16-channel 
linear array does not improve the angular resolution. 
The 64-point FFT was chosen in order to more clearly 
represent the pattern of the response to reflected sig-
nals due to a smaller azimuth angle step. The decision 
about the presence or absence of an object was made 
in accordance with the results of threshold processing 
by the Forward Automatic Order Selection Ordered 
Statistics Detector (FAOSOSD) algorithm [20]. The 
threshold level in Figures 3, 5, 7 and 9–11 is marked 
red. 

It can be concluded that where conventional FFT-
based processing gives one mark from three closely 
spaced objects (Fig. 5a), the proposed method pro-
vides significant increase in the resolution, and each 
object can be clearly distinguished (Fig. 5b). 

Correlation of the reflected signals strongly affects 
the result obtained when using the FFT. In Fig. 7a, 
only two peaks can be seen for three reflectors at the 
distance of 5 m, so it is easy to draw a false conclu-
sion about the absence of the central reflector. At the 
same time, thanks to the proposed method, the 
weighting coefficients with a level above the thresh-
old are distinguished in the regions of all three reflec-
tors, which can be clearly seen in Fig. 7b. 
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Fig. 2. Two test reflectors at a distance of 10 m. 

 
Fig. 3. Two test reflectors at a distance of 10 m. The results of reflected signals processing: a) based on 64-point FFT; b) when using an 

overcomplete basis. 

 
Fig. 4. Three test reflectors at a distance of 10 m. 
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Fig. 5. Three test reflectors at a distance of 10 m. The results of reflected signals processing: a) based on 64-point FFT; b) when using an 

overcomplete basis. 

 

Fig. 6. Three test reflectors at a distance of 5 m. 

 

Fig. 7. Three test reflectors at a distance of 5 m. The results of reflected signals processing: a) based on 64-point FFT; b) when using an 
overcomplete basis 
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The results shown in Figs. 9–11 were obtained us-
ing a radar installed on one of the tracks (the main 
one) at the marshalling yard. The measurements were 
taken when there were one, two or three trains on the 
main and adjacent tracks. The distance to the nearest 
cars of the trains was the same (100 m). An example 
of railway trains location at the marshalling yard is 
shown in Fig. 8. 

 
Fig. 8. Railway trains at the marshalling yard. 

In the figures below, the black rectangles indicate 
the position and horizontal dimensions of the cars; on 
the left there are the results of the algorithm based on 
64-point FFT (Figs. 9–11, a), and on the right there 
are the results of the method under consideration, us-
ing an overcomplete basis (Fig. 9–11, b). The X-axis 
is the horizontal displacement in meters, and the Y-
axis is the relative magnitude of response after the 
FFT, or the values of the weighting coefficient moduli 

for the method under consideration at a distance of 
100 m.  

It can be seen from Fig. 9 that the weight coeffi-
cients found for the method under study make it pos-
sible to clearly determine the position of the car, in-
cluding its edges. At the same time, at the level of –
3dB, the FFT shows the region of possible position of 
the car more than 10 m in size. 

If there are cars on adjacent tracks and no cars on 
the main one, it is impossible to know for sure with 
the help of the FFT that the main track is free: based 
on the response, an erroneous conclusion may be 
drawn that only the right track is occupied (Fig. 10). 
At the same time, the method under study makes it 
possible to determine the directions to both cars on 
adjacent tracks and decide that the main track is free. 

The scenario when there are cars on all three adja-
cent tracks is shown in Fig. 11. It can be seen that the 
FFT does not make it possible to determine the num-
ber of occupied tracks, while the modified neural 
network gave a significant response in all three direc-
tions, which is equivalent to an angular resolution of 
better than 0.8 deg at some distance. 

The use of neural networks instead of classical 
FFT also brings good results. This makes the neural 
networks a promising direction for the development 
of obstacle recognition and transport autonomous 
control systems. 

 

 

Fig. 9. One car on the main track at a distance of 100 m. The results of reflected signals processing: a) based on 64-point FFT; b) when us-
ing an overcomplete basis 
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Fig. 10. Two cars on adjacent tracks at a distance of 100 m. Results of reflected signals processing. 

 

Fig. 11. Three cars on adjacent tracks at a distance of 100 m. Results of reflected signals processing 

4. CONCLUSIONS 

The experiments have demonstrated that the 
method of sparse representation of data, based on a 
modified neural network, overcomplete basis and 
L0 norm (in [11] it was shown that in this case the 
L0 and L1 norms are equivalent) improves the abil-
ity of a millimeter-wave radar-based system to dis-
tinguish objects located close to each other. This 
makes the neural networks a promising direction 
for the development of systems for both obstacle 
recognition and SLAM positioning by the reference 
points of radar image. Using the neural networks, 
modern sensitive elements and image recognition 
technologies, it is possible to find innovative solu-

tions for railway systems control and further devel-
op the transport autonomous control systems. 
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